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Abstract—In this paper, a new hierarchical Bayesian speaker
adaptation method called HMAP is proposed that combines the
advantages of three conventional algorithms, maximum a pos-
teriori (MAP), maximum-likelihood linear regression (MLLR),
and eigenvoice, resulting in excellent performance across a wide
range of adaptation conditions. The new method efficiently uti-
lizes intra-speaker and inter-speaker correlation information
through modeling phone and speaker subspaces in a consistent
hierarchical Bayesian way. The phone variations for a specific
speaker are assumed to be located in a low-dimensional subspace.
The phone coordinate, which is shared among different speakers,
implicitly contains the intra-speaker correlation information. For
a specific speaker, the phone variation, represented by speaker-de-
pendent eigenphones, are concatenated into a supervector. The
eigenphone supervector space is also a low dimensional speaker
subspace, which contains inter-speaker correlation information.
Using principal component analysis (PCA), a new hierarchical
probabilistic model for the generation of the speech observations
is obtained. Speaker adaptation based on the new hierarchical
model is derived using the maximum a posteriori criterion in a
top-down manner. Both batch adaptation and online adaptation
schemes are proposed. With tuned parameters, the new method
can handle varying amounts of adaptation data automatically
and efficiently. Experimental results on a Mandarin Chinese
continuous speech recognition task show good performance under
all testing conditions.

Index Terms—Eigenphones, eigenvoices, hierarchical model,
maximum a posteriori (MAP), speaker adaptation.

1. INTRODUCTION

DAPTATION to different speakers and environments is
one of the most important functions of a modern speech
recognition system. Mismatches between the training data
and the testing data cannot be avoided, causing severe perfor-
mance degradation even for a well-trained speech recognition
system. Typical mismatches can be caused by new speakers,
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new speaking environments, or different transmission channels
from the training data set. Adaptation techniques corresponding
to these situations are referred to as speaker adaptation [1],
environment adaptation [2], and channel compensation [3],
respectively. In this paper, we focus on the speaker adaptation
of a speech recognition system based on conventional hidden
Markov models (HMMs). The same adaptation techniques
may also be applied to environment adaptation or channel
adaptation.

The core procedure of speaker adaptation consists of max-
imizing the likelihood of adaptation data from a new speaker.
The process can use supervised mode, where accurate tran-
scriptions of the adaptation data are available, or unsupervised
mode, where the required transcriptions must be hypothesized.
Speaker adaptation can be performed in feature space or in
model space. For feature space adaptation, the feature vectors
of a new speaker are transformed to match the speaker inde-
pendent (SI) model. Techniques of this kind include vocal tract
length normalization (VTLN) [4]-[6] and feature space max-
imum-likelihood linear transformation (FMLLR) [7]-[9]. For
model space adaptation [1], [10]-[15], the speaker independent
model is transformed to generate a speaker-dependent (SD)
model for the new speaker. In this paper, only model space
adaptation is considered, and both supervised and unsupervised
adaptation are discussed.

Many speaker adaptation schemes have been proposed,
which can be classified into three broad categories: maximum
a posteriori (MAP) [1], maximum-likelihood linear regression
(MLLR) [10], and speaker clustering [11]. In conventional
MAP adaptation, a prior distribution over the SD model param-
eters is assumed, and the SD model parameters are estimated
using maximum a posteriori criterion. The main advantage of
MAP adaptation is its good asymptotic property, which means
that the MAP estimate approaches the ML estimate when the
adaptation data is sufficient, but it is a local update of the model
parameters, in which only model parameters observed in the
adaptation data can be modified from their prior values. This
make it unsuitable for use with very small amounts of adapta-
tion data. Several methods have been proposed that utilize the
correlation between phones to reduce the number of parameters
required by MAP methods, such as the structural Bayes method
[16] and the phone-prediction method [17].

In MLLR, however, instead of estimating the SD model di-
rectly, a set of linear transformations are estimated to trans-
form an SI model into a new SD model. Using regression class
trees, the HMM state components can be grouped into regres-
sion classes with each class having its own transformation ma-
trix. The MLLR approach is a global adaptation scheme with
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lower data requirements than the MAP approach. However, its
asymptotic behavior is poor, as performance improvement satu-
rates rapidly as the adaptation data increases. The good asymp-
totic property of MAP adaptation is due to its Bayesian formu-
lation, and the good performance of MLLR for smaller amounts
of adaptation data can be attributed to the efficient use of corre-
lation between different phones through regression trees. Many
methods have been proposed to combine the advantages of MAP
and MLLR, such as maximum a posteriori linear regression
(MAPLR) [18], where a prior distribution of the transformation
matrix is assumed, and structured maximum a posteriori linear
regression (SMAPLR) [19], where a tree structure of the prior
distributions of different transformation matrices is introduced.
Unlike MAP and MLLR, speaker clustering-based ap-
proaches deal with the speaker adaptation problem in a different
way. These assume that all SD models lie in a low-dimensional
manifold, so that speaker adaptation is no more than the esti-
mation of the local or global coordinate of the new SD model.
A representative of these methods is the eigenvoice method
(EV) [11], where the low dimensional manifold is a linear
subspace and a set of linear bases (called eigenvoices), which
capture most of the variance of the SD model parameters, can
be obtained by principal component analysis. During speaker
adaptation, the coordinate of a new SD model is estimated
using the maximum-likelihood criterion. Compared with MAP
and MLLR, the eigenvoice method has fewer free parameters to
be estimated, so it can yield good performance even when a few
seconds of adaptation data is provided. This low data require-
ment is due to the explicit modeling of the correlations between
different speakers through the speaker subspace. Methods
combining the advantages of MAP or MLLR with eigenvoice
adaptation have also been proposed, such as Bayesian speaker
adaptation using probabilistic principal component analysis
[20], in which a probabilistic formulation of PCA is used to
provide the prior of the SD models, and eigenspace-based max-
imum-likelihood linear regression [21], [22], where the linear
subspace of SD transformation matrices is explicitly modeled.
While the explicit modeling of the speaker subspace has been
widespread in many speech recognition applications [23], [24],
little work has been done with subspace modeling of the phone
subspace. In [25], the “eigenphone” concept is first introduced
as a set of linear bases of the phone space used in conjunc-
tion with eigenvoice. A Kullback—Leibler divergence minimiza-
tion technique is introduced to estimate those phone bases and
the posterior of the phone coordinates can be obtained. Experi-
ments with a closed speaker set show good performance. How-
ever, this technique does not address the problem of how to per-
form speaker adaptation for a previously unseen speaker; thus,
it is a multispeaker modeling technique rather than a speaker
adaptation technique in the usual sense. One main contribution
of the paper presented here is that we address this problem by
estimating a set of speaker specific eigenphone bases for each
new speaker. In our method, the same phone subspace modeling
method as that of [25] is used, where the speaker specific phone
variations are assumed to be in a low-dimensional linear sub-
space. The coordinate matrix of the whole phone set is fixed
across all speakers and is estimated using the training speaker
dependent models. The speaker-specific phone variation bases,
which will also be called eigenphones, are estimated for each
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new speaker. Although the proposed method obtains better per-
formance than the conventional ones in case of sufficient adap-
tation data, its performance under limited adaptation data con-
dition (less than 10 s) is disappointing. Another contribution of
this paper is that by performing eigenvoice modeling in the SD
eigenphone space further a new hierarchical probabilistic model
of the SD model parameters can be obtained. An efficient and
flexible speaker adaptation method which yields excellent per-
formance across a wide range of adaptation conditions can be
derived under this new model. Two schemes, a batch adaptation
scheme and an online adaptation scheme, are proposed. Experi-
mental results for supervised and unsupervised speaker adapta-
tion show good performance under all testing conditions.

This paper is organized as follows. In the next section, the
construction of the phone subspace is detailed, the probabilistic
generation of training speaker models using eigenphones is
presented, and relationships to eigenvoice and other modeling
methods are illustrated. Compact eigenvoice modeling in the
eigenphone space is introduced in Section III, and the corre-
sponding hierarchical probabilistic model is compared to that
of the recent CMLLB [30] approach. In Section IV, Bayesian
speaker adaptation using the new hierarchical probabilistic
model is derived. Experimental results on supervised adapta-
tion and unsupervised adaptation are presented in Section V,
with conclusions in Section VI.

II. PHONE VARIATION SUBSPACE MODELING

Given a set of speaker independent HMMs containing a
total of M mixture components across all states and models,
a training speaker population comprising S speakers, and a
D-dimensional speech feature vector, let p,, and X,, denote
the speaker independent mean vector and covariance matrix,
respectively, for each mixture component m, and g, (s) denote
the SD mean vector for a speaker s and mixture component m.

A. Eigenphones

Let u(m,s) = m,,(s) — p,,, denoting the difference vector
of mixture component m between the SD model of training
speaker s and the SI model. Define a phone variation su-
pervector u,, to be a supervector obtained by concatenating
{u(m, 5)}5_, for some mixture component m, that is

= [u(m, 1)T  u(m,2)T w(m, )T (1)
U, lies in an S - D-dimension space, which we call the phone
variation space. There are M mixture components in total, so
min(M, S - D) bases of the phone variation space can be found
using PCA. These basis vectors are called eigenphones [25], de-
noted by {v,,,n =1,2,--- ,min(M, S-D)}.If we constrain all
phone variation supervectors to be located in an N -dimensional
subspace spanned by the first /V eigenphones, an approximation
for the phone variation supervectors {#,,, }»/_; can be obtained
as follows:

T =T T

ul oy i hoe hin7 7o

T 5 T
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Fig. 1. Eigenphone decomposition of the training speaker phone variation supervectors. The green part shows the speaker-independent phone coordinate matrix

and the blue part indicates the decomposition for the second training speaker.

where [,,,,, denotes the mth phone supervector’s coordinate with
respect to nth eigenphone v,,, and vy = (1/M) Zi\le u,, de-
notes the mean of all training speaker phone variation supervec-
tors and can be viewed as a special eigenphone determining the
origin of the phone variation supervector space.

Following the phone supervector construction (1), the origin
Yo and each eigenphone w,, can also be rearranged as a par-
titioned block vector, where each block is a subvector corre-
sponding to a training speaker, i.e., we can write

w0 = [9(0,1)7 (0,2)” (0,9)]"

and

v, = [v(n. )T w(n,2)7 v(n,$)"]"

where 9(0, 5) and {v(n, s)}2_; compromise the origin and the
bases of the phone variation subspace of speaker s, respectively.

The phone supervector decomposition (2) can be written in
terms of each speaker s as

ru(l,5)"
u(2,s)T
U(s)= .
Lu(M, s)T
rv(0,s) lin o lin v(1,s)"
9(0,s)" lar 2o lan v(2,5)"
~ . + . . . .
L9(0,5)T Iarn a2 Iun 1 Lo(N,s)T
v(l,s)T
Ml 2 hy 1 '”E2 Z%T
|l e lay 1 ’
: : : : N.. T
Lirre Iare Iun 1 1:—)((0,;)>T
=L-V(s) 3)

where L is the phone coordinate matrix augmented by a column
vector of 1 and V'(s) is the speaker dependent eigenphone ma-
trix, with each row corresponding to one speaker dependent
eigenphone.

From (3), it can be observed that the augmented phone co-
ordinate matrix L is speaker independent and contains the rela-
tive position of each phone in the phone variation subspace, and
implicitly reflects the speaker independent intra-speaker corre-
lation information. Using the eigenphone model (3), speaker
adaptation for an unknown speaker s’ can be accomplished by
estimating a SD eigenphone matrix V'(s’) using some adapta-

tion data. The proposed eigenphone decomposition (3) is shown
graphically in Fig. 1.

B. Probabilistic Generation of the SD Models

A probabilistic formulation of PCA (probabilistic principal
component analysis, PPCA) has been proposed by Tipping and
Bishop [26]. Applying it to the above phone variation subspace
model, we can derive a probabilistic generation model for the
phone supervectors %, :

T
et
v
T _ -1 , T 2 T
u, =7+, | | +en, “)
vi

where 1, = [lm1 lm2 .- lmn]T is an N dimensional random
vector that follows a standard Gaussian distribution, and €,,, is
an S - D-dimensional Gaussian noise term with mean 0 and
diagonal covariance matrix ¢21I.

Writing (4) in terms of each training speaker s, we have

v(1,5)T
v(2,s)7
u(m,s)T =9(0,s)T +17, ( _ ) T

+e(m,s)T (5)

'v(N:, s)T

where &(m, s) is the Gaussian noise term corresponding to
speaker s and component m.

Given the phone coordinate matrix, suppose all phone vari-
ations for speaker s are independent. Then putting together all
phone variations for speaker s, we can further derive

ru(l,s)T
u(2,s)T
U(s)= :
Lu(M, s)T
1 T
B l11 112 llN 1 :Eing E(LS)T
o1 loo lon 1 ’ 6(2, S)T
=\ . . . + :
: T :
Linee a2 lun 1 11((]37;))T e(M,s)T
=L - V(s)+&(s) (6)

where £(s) is the noise matrix, with each row corresponding to
one Gaussian component.

Define a speaker supervector y(s) to be a supervector
obtained by concatenating the mean vectors p,,(s),
m 1,2,---, M, for a specific speaker s. Accordingly,
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Fig. 2. Eigenvoice decomposition of the training speaker supervectors. The weighting factor for speaker s (w(s)) is augmented by 1 to include the factor of the

mean vector ¥. The green part is speaker independent and the blue part indicates the decomposition for the second training speaker.

the speaker supervector of the SI model is defined as
p = [uFpul - uT]". Then the left-hand side of (6) is
related to the speaker supervector y(s) via

T

y(s) =p+ [u(l, )" u(2,s)" u(M,s)"]" . (D

Substituting (6) into (7), we obtain after some manipulation
the SD model for speaker s as

y(s) = p+ Li(s) + (s) ®)
where
Ind 1ol LnI I
L-LQI- 12:11 12:21 . IQJ:VI I o
iid Dol . bunI T

v(s)=[v(1,9)T v(2,8)T --- v(N,s)T 9(0,s)T ]T (10)
is the concatenation of the SD eigenphones {v(n,s)})_; and
the origin 9(0, s), and is called the speaker dependent eigen-
phone supervector. €(s) = [e(1,s)T &(2,8)T --- (M, s)T]T
isan M - D-dimensional Gaussian noise term with mean 0 and
diagonal covariance matrix ¢21I.

The proof of (8) can be found in the Appendix. It reflects
the probabilistic relationship between the speaker supervector
and the eigenphone supervector, which will make the adaptation
process similar to that of the eigenvoice method and simplify the
adaptation formulation.

For a fixed phone set, L can be viewed as a fixed matrix, or
its posterior distribution can be inferred from the training data.
In this paper, we fix the phone coordinate matrix with its value
obtained by performing PPCA in the phone variation space. The
conditional distribution of y(s) given L is

p(v)IE) =N ()l + La(s).°T) . (D

Using (11) as a prior for the speaker supervector y(s), a
Bayesian speaker adaptation method can be derived. The details
will be given in Section I'V.

C. Relationship to the Eigenvoice Model

The above eigenphone decomposition scheme has a close
relationship to the well-known eigenvoice modeling method.
In the eigenvoice method, the decomposition is performed in
the speaker space rather than the phone space. The speaker su-
pervector y(s) is assumed to be located in a low dimensional
linear subspace whose bases are called eigenvoices. Denoting

the kth eigenvoice by e and using the probabilistic formula-

tion of PCA, the training speaker supervectors {g(s)}5_, can

be decomposed as

y(1>T y; wi W12 ... WIK er{

y(2)" K N Wy W22 ... WK e;

y(S)¥ y’ wWs1 Ws2 ... WSK el
(12)

where y is the mean of the training speaker supervectors
{y(s)}5_,, and w,.; denotes the coordinate for speaker s
with respect to the kth eigenvoice ej. These K eigenvoices
expand a K-dimensional subspace which implicitly contains
the speaker prior information. The eigenvoice decomposition
for the training speakers is shown graphically in Fig. 2.

Using the probabilistic formulation of PCA, a probabilistic
model of the speaker supervector y(s) is obtained as follows:

Y(s) =y + Ew(s) + €(s) 13)

where E = [e; es --- ex] and w(s) is a K dimensional
random vector which follows a standard Gaussian distribution,
and €(s) is a Gaussian noise term with mean 0 and covariance
matrix o21.

Although the mathematical formulation of the probabilistic
eigenphone model (8) is very similar to the probabilistic
eigenvoice model of (13), the intrinsic subspace decomposi-
tion methods are different, resulting in very different speaker
adaptation methods. The difference can be seen graphically in
Figs. 1 and 2. In fact, according to (13), the mean vector for
component m of speaker s can be generated using eigenvoice
by

Hn(5) = T + Enpo(s) + e(m, ) (14)

where E,,, and y,,, are the eigenvoice matrix and mean speaker
supervector corresponding to component m, respectively, and
€(m, s) is the corresponding Gaussian noise term.

However, using the probabilistic eigenphone model (8), we
have

t, (3) =ty + V() hn + £(m, 5) (15)

where 2m = [ly1 lm2 -- - |[lmn 1]7 and &(m, s) is the Gaussian
noise term of dimension D.

Comparing (14) and (15), it can be observed that in the
eigenvoice model the basis matrix E,,, of the speaker subspace
is speaker independent and the speaker coordinate w(s) is



2006

unique for each speaker s, while in the eigenphone model
the phone coordinate 1,,, is speaker independent and the basis
matrix V (s) of the phone variation subspace is unique for each
speaker s. During speaker adaptation, for a new speaker s/,
the eigenvoice method keeps the speaker subspace fixed and
estimates the corresponding speaker coordinate w(s’), while
the eigenphone method keeps the relative position of each
phone fixed and estimates a new set of phone variation bases.
The size of the eigenphone matrix V (s) is (N + 1) x D, which
has more free parameters than the eigenvoice-based method, so
better adaptation performance can be expected when sufficient
adaptation data is provided.

D. Relationship to other Previous Methods

The eigenphone model also has close relationships to other
previous methods, such as the structural Bayes method [16], the
phone-prediction method [17], the conventional MLLR method
[10] and the recent 2-D PCA-based method [27].

In the structural Bayes approach, called structural MAP
(SMAP) [16], a hierarchical cluster structure in the model
parameter space is assumed and the probability density func-
tions for model parameters at one level are used as priors for
those of the parameters at adjacent levels. In the phone-predic-
tion method [17], pairwise linear regression models between
sounds are built and used for prediction of unseen phones
at recognition time. The effectiveness of both method can
be attributed to the utilization of the correlation information
between different phones. In our eigenphone model the phone
space is explicitly modeled. The augmented phone coordinate
matrix L determines the relative position of each phone in
the phone variation subspace and implicitly reflects the phone
correlation information. Each phone variation vector u(m, s)
is a linear combination of the SD eigenphones which explicitly
summarizes the main phone variation patterns of speaker s.

For the conventional MLLR formulation, we can view the
columns of the MLLR transform matrix as a special set of eigen-
phones. Consider the case in which there is a global transforma-
tion matrix. For a particular speaker s, let A(s) denote the global
transformation matrix and b(s) denote the transform bias vector.
The component mean g, (s) is given by

o) = s+ 14G) =T bl M) e

Comparing (16) and (15), it can be observed that if we view
b(s) as the origin of the SD phone variation subspace and the
columns of A(s) — I as D eigenphones, the corresponding
phone coordinate of the mth mixture is given by the SI mean
vector p,,,. So the estimation of the transformation matrix and
the bias vector are the same as the estimation of a (D+1)- D-di-
mensional eigenphone supervector.

The recent two-dimensional PCA-based speaker adaptation
method [27] represents each training SD model as a matrix and
applies 2-D PCA, resulting in a matrix decomposition of the SD
component mean vector

Ho (5) = o, + W (s)p, (17)
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where W (s) is a speaker-dependent matrix of dimension D x K
and @,,, is a speaker independent vector of size K. Neglecting
the noise term, the resulting decomposition (15) and (17) look
the same in the mathematic form, but in the eigenphone model a
subspace bias term v(0, ) is naturally introduced and a different
subspace construction method is adopted.

III. EIGENVOICE MODELING IN THE EIGENPHONE
SPACE—THE COMPACT EIGENVOICE AND THE
HIERARCHICAL BAYESIAN MODEL

In (8), the SD eigenphone supervector ¥(s) can be estimated
in an unconstrained manner using a maximum-likelihood crite-
rion. However, when the adaptation data is limited, it cannot
be estimated robustly, leading to severe overfitting problems,
as will be shown in the experiments in Section V. To obtain a
more robust estimation, prior information must be used. Fortu-
nately, ¥(s) is speaker dependent and the same subspace mod-
eling method as eigenvoice can be adopted. Applying eigen-
voice analysis to the SD eigenphone supervector space results
in a new hierarchical Bayesian model.

A. Modeling Method

Following the same idea as eigenvoice modeling, we decom-
pose the SD eigenphone supervectors {9(s)}5_; to be linear
combinations of some common basis vectors, which we call
compact eigenvoices. Letting v,, denote the pth compact eigen-
voice, the decomposition of the S eigenphone supervectors of
the training speakers can be written as

-~ =T

o(1)" v K11 K12 - Kip vi

~ T = ya

v(2) v n K21 K22 -+ Kaop P

~\T =T . . . T

v(s) v ks1 ks2 -+ kspl Lvp
(18)

where P is the number of retained bases, and v is the
mean of all eigenphone supervectors {v(s)}5_,. Define
K(s) = [ks1 kg2 -+ ksp)T the coordinate of the eigenphone
supervector for speaker s, called the compact speaker factor.
The decomposition process of the speaker supervectors can be
shown graphically by Fig. 3.

Again using PPCA, the probabilistic formulation of the eigen-
phone supervector can be written as

v(s) =v+ UK(s) + ¢ (19)

where ¥ = [vq vy --- vp], k(s) is a P—dimensional random
vector which follows a standard normal distribution, and ¢ is a
Gaussian noise term with zero mean and diagonal covariance
matrix 721.

Combining (8) and (19), a hierarchical probabilistic model
for the speaker supervector ¢(s) can be constructed by

p(K(s)) = N (k(s)[0. 1) (200)
p (0(s)|K(s)) = N (0(s)[v + Tk(s), 721) (20b)
p(y()[5(s)) = N (y(s)l + Li(s),°1 ). (200)
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Fig. 3. Decomposition process of the SD model mean vectors. The green shaded part is speaker independent, and the blue shaded part corresponds to the decom-

position of the second training speaker.

Fig. 4. Graphical representation of the hierarchical probabilistic model.

The hierarchical probabilistic model (20) can be shown
graphically by Fig. 4, following the convention of Bishop [28],
where random variables are denoted by open circles and deter-
ministic parameters are shown explicitly by the smaller solid
circles. Note that for a fixed phone set of a specific language,
the coordinate matrix L under the phone variation subspace is
deterministic in this paper, although it is presented as random
variable in Fig. 4.

In the above hierarchical model, the phone coordinate ma-
trix L is obtained by applying PPCA to the phone supervec-
tors of the training speakers, and the compact eigenvoices ma-
trix W is calculated by performing PPCA again to the resulting
eigenphone supervectors. Although maximum likelihood esti-
mation of L and ¥ directly from the training data and combining
the hierarchical model with the speaker adaptive training (SAT)
[29] scheme are possible, we will not pursue these questions
here.

B. Relationships to Previous Methods

The compact eigenvoice approach described above is related
to the clustered maximum-likelihood linear bases (CMLLB)
[30] method. In CMLLB, each component mean p,,(s) is
decomposed as

K

P (8) = P + D Wak€h(m)
k=1

2n

where ¢(m) is a mapping function from component mn to the
equivalence class ¢(m) and ey 4(m) are the clustered linear
bases. In the compact eigenvoice model, substituting (19) to
(15) and using the equivalence between v(s) and V (s), we have

. P
o (5) = by + V() Tl + 3 iV

p=1

(22)

where 5(3) and V,, are the matrix forms of ¥ and v,,, respec-
tively, and we have neglected the noise terms. Comparing (21)

AT A
and (22), it can be observed that V', l,,, plays the same role as

the clustered linear basis €y, (). If we choose I,,, to be a sparse
vector with only the ¢(1m)th component equal to 1 and all other
components zero, letting Vp im = ek ¢(m) V(s) = 0, and
P = K, the two formulations are equivalent. So the CMLLB
model can be viewed as a special case of the compact eigenvoice
model introduced here.

Also, the hierarchical probability model (20) has close rela-
tionships to the recent tensor based method [31]. In fact, if we set
the noise terms of the eigenphone (s?) and compact eigenvoice
(72) to be zero, and let the compact speaker factor &(s) be un-
constrained, we obtain exactly the same tensor decomposition
of the SD model as that of the multilinear decomposition in the
speaker dimension (“speaking style”) and the phone dimension
(“speaking content”)[27], but our model is more intuitive and
the resulting hierarchical probabilistic model (20) can be fitted
to a structural Bayesian speaker adaptation framework, which is
more robust and efficient.

IV. BAYESIAN SPEAKER ADAPTATION

In this section, we will derive the Bayesian speaker adaptation
method using the new hierarchical probabilistic model (20). As
a first step, we reformulate the conventional MAP adaptation
formula in terms of the unknown SD random variable z(s") for
testing speaker s’.

A. General Framework of Bayesian Speaker Adaptation

Let O = {01,09,--,0r} be a sequence of feature vectors
and M = {my,ma, -, mr} represent the hypothesized mix-
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ture component sequence. Suppose the probability of observing
o; given the mixture component rn and SD random variable z(s)
is p(o(t) | m,z(s)). In Bayesian speaker adaptation, the SD
random variable (") is assumed to follow a prior distribution
p(x(s")|@), where 8 denotes the hyperparameters. Given the cur-
rent estimate of the random variable Z(s), the auxiliary function
to be optimized using the EM algorithm under the MAP crite-
rion is given by

R (z(s)2(s))

=E [log p(O,M)|z(s)] + E [log p(x(s)|2(s).0)]
= _p(M|0.3(s))log p(O.M]z(s))+log p(x(s)|6) . (23)
M

which can be calculated to yield

Q)

R(a(s).
=2

(s))

Ym (t) log p (o(t)|m, 2(s)) + logp (2(s)6) (24)

-

where 7,,,(t) is the posterior probability of being in mixture
component m at time ¢ given the observation sequence O and
z(s). Bayesian speaker adaptation can be implemented through
maximizing (24) by setting the derivatives of £(s) to zero.

B. Hierarchical MAP (HMAP) Adaptation Scheme

The probability model (20) provides a hierarchical generative
model for the speaker supervector y(s’). There are two levels
of hyperparameters, i.e., the SD eigenphone supervector v(s’)
and the compact speaker factor £(s’). The MAP adaptation of
each level depends on the higher level prior parameters. With
decreasing adaptation data, higher level hyperparameters can be
estimated more robustly than those at the lower level, as there
are fewer free parameters to be estimated. A top down adapta-
tion scheme can be performed as follows:

1) Given the adaptation data and the corresponding Gaussian
level alignments for speaker s’, estimate the highest level
hyperparameters, i.e., the compact speaker factor £(s’),
whose prior distribution is given by (20a).

2) Given the maximum a posteriori estimation of the compact
speaker factor k(s’), estimate the second level hyperpa-
rameters, i.e., the SD eigenphone supervector v(s’), whose
prior distribution is given by (20b).

3) Given the maximum a posteriori estimation of the eigen-
phone supervector v(s’), estimate the speaker supervector
y(s’), whose prior distribution is given by (20c).

This batch adaptation scheme can be shown graphically by
Fig. 5. The detailed adaptation formula for each step will be
derived in the following sections.

As a benefit of the full Bayesian formulation, the adaptation
scheme can be adjusted to perform online speaker adaptation,
where the prior distribution of the compact speaker factor £(s”)
in the current adaptation epoch is set to be the posterior distri-
bution of the previous adaptation epoch. This online adaptation
scheme can be shown graphically by Fig. 6.
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Fig.5. Batch adaptation scheme for speaker s’ using the new hierarchical prob-
abilistic model.
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Fig. 6. Online adaptation scheme using the new hierarchical probabilistic
model. £, (") and y(™) represent the compact speaker factor, the SD
eigenphone supervector and the speaker supervector of the nth adaptation
epoch, respectively. T is the updating epoch.

C. MAP Adaptation of the Compact Speaker Factor

In this section, we consider MAP adaptation of the compact
speaker factor k(s’) given the adaptation data. Let L,, denote
the part of (9) corresponding to the mth mixture:

Ly = (i d 1ol LunI ). (25)

Then the hierarchical model of mixture 7 generating observa-
tion o(t) is as follows:

p(K(s") = mwqu (262)
p(B()IR(s") = N (3(s)f(s"), 7T (26b)
P (B ()B(") = N (1 (") it (1), 1) (260)
P (0(t) m p (1)) = N (0(8)| (/). ) (26d)
where 0(s') = v+ Wk(s') and u,,,(s') = p,, + L, 9(s") denote

the prior mean of the SD eigenphone supervector ¥(s’) and the
SD component mean g, (s’), respectively.

In order to estimate k(s’) from the given observations, we
must integrate across the unknown random variables, i.e.,
the eigenphones supervector v(s’) and the SD mean g, (s")
from (26), to get the conditional distribution of observation
o(t) given the compact speaker factor £(s’). Note that the
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hierarchical model (26) is a linear Gaussian model and the mar-
ginal distribution of each random variable is also a Gaussian.
Applying the linear Gaussian model [28], we arrive at

(27a)

p(s(s)=N(s(s)0.I)
plo(tfm (s ) =N (0Dl Ln(s') Bt o2, I) - (27b)

where 02, = ¢2 + T (Zn L2+,

Substituting (27) into (24), and setting the derivative of the
auxiliary function with respect to £(s’) to zero, the estimation
formula for the compact speaker factor is

K(s') = (A, + 1) 'b,. (28)
where
Z )T (B + 020) " (L ®) (29)
Z " (Em+onI)”
X (sl(m) — so(m)(,, + ima‘;)) (30)
and so(m) = >, Ym(t) and 81(m) = >, vm(t)o(t) are the ze-

roth-order and first-order statistics of the observations, respec-
tively.

D. MAP Adaptation of the Speaker Dependent Eigenphones

Given the maximum a posteriori estimation of the compact
speaker factor k(s’) by (28), the prior distribution of the SD
eigenphone supervector is then obtained using (26b). In order
to estimate the eigenphone supervector v(s’), integrating across
the unknown variable p,, (s") from (26) yields

PO ()= N(B(s ol s).7T)
Plo(B)m.5(s"))=N{(0(0)tyy + Lnd(s). S +<T) .

Substituting (31) into (24), and setting the derivative of the
auxiliary function with respect to v(s’) to zero, the eigenphone
supervector solution is

5(s) = (A5 + 7 20) " [ty 47 %)

(31a)
(31b)

(32)

S so(m)Le (S, + 2I)~'L,, and

b = X0, Lo (S + D)7 (81() = s0(m)thy).

From (32), it can be observed that the inverse variance term
772 determines the tradeoff between the prior information
introduced by the compact speaker factor, i.e., the prior mean
v(s’), and the direct maximum-likelihood estimation of the
eigenphone supervector. When 772 is large, more relative
weight will be put on the prior information, while for small
values of 772, (32) will approach the maximum-likelihood
estimated eigenphone supervector.

where A; =

E. MAP Adaptation of the Mixture Means

Given the maximum a posteriori estimate of the SD eigen-
phone supervector v(s") from (32), the maximum a posteriori
estimate of the SD mixture means can be derived using (26c).
Substituting (26¢) and (26d) into (24), and setting the derivative
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with respect to p,,,(s")(m = 1,2,---, M) to zero, the estima-
tion formula for the SD mixture mean vectors becomes
Hn(5') = (A, + 7D 7 B+ 6 ()]

where A, = so(m)E,,! andb,, =X, s, (m).

Formula (33) is very similar to that of the conventional
MAP method. It can be observed that the inverse variance ¢ =2
plays the role of balancing the prior information introduced by
the eigenphone supervector, i.e., the prior mean ,,(s"), with
respect to the maximum-likelihood estimated speaker super-
vector. When ¢ ~2 is large, more weight will be put on the prior
information, while smaller values of ¢~2 give more emphasis
to the maximum likelihood estimate of the speaker supervector.
Note that for mixture components that are not observed in the
adaptation data, the total occupation so(m) = 0, so that the
update formula (33) is reduced to p,,,(s') = f,,(s").

(33)

E Online Bayesian Adaptation

For the online Bayesian adaptation scheme (Fig. 6), because
of the conditional independence between the eigenphone super-
vector ¥(s’) and the historical observations given the current
compact speaker factor &£(s’), the updates of the SD eigenphone
supervector v(s’) and speaker supervector y(s’) are the same as
in (32) and (33). The only difference between the batch adap-
tation mode and online adaptation mode for our hierarchical
model lies in the update of the compact speaker factor. In on-
line adaptation mode, the posterior distribution of the compact
speaker factor summarizes all speaker information contained
in the observation history, and can be used as prior distribu-
tion of the compact speaker factor for the current adaptation
epoch. Recall that in a linear Gaussian model, the posterior of
each random variable is also Gaussian. Suppose the posterior
of the compact speaker factor in the last adaptation epoch is
N (#(s")|8(s")"=D 5"V Then given new adaptation data

O(T) = {o(t)}L_, of the current epoch, the log likelihood of
the joint distribution of the compact speaker factor and adapta-
tion data is given by

logp (O(T), k(s"))
~ logp (O(T)Ix(s)) +logp (w(s")In(s") ")

= 2 m(t) ogp (o(0)m. (<)
+logp (n(s)|n(s)(n 1))

! 50\ s
—5#()" |4 (5070) )
()" [bn +(sgy n<sf)<n—1>]

+ Constant.

Ylogp (o

(34)

Using the “completing the square” technique [28], the pos-
terior mean and variance of the current compact speaker factor
£(s") can be derived as

a(s)™ = (5070)

i (35a)
(20) 7 = (20) 7 + 4,

k(s "D 4+ b,

(35b)
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Fig. 7. (a) Cumulative contribution rate of the largest 100 eigenvalues of the phone supervector matrix. (b) Cumulative contribution rate of the 100 eigenvalues

of the speaker supervector matrix in different dimensional phone subspaces.

During online speaker adaptation, we use (35) to update
the mean and variance of the compact speaker factor. The
initial mean (K(s’ )(0)) and variance (ZS,))) are set to 0 and I,
respectively.

V. EXPERIMENTS

Performance of the proposed method was evaluated with
speaker-independent Mandarin Chinese continuous speech
recognition experiments on the Microsoft speech database
[32]. Utterances from 100 male speakers were used for training
data, and those from the other 25 male speakers were used for
evaluation. Each training speaker contributed 200 sentences
for training (about 33 hours total) and each test speaker had 20
sentences available for testing (each testing sentence lasts for
about 5 seconds). All experiments were based on the standard
HTK (v 3.4.1) [33] tool set. The frame length and frame step
size were set as 25 ms and 10 ms, respectively. Each speech
frame was parameterized by a 39-dimensional feature vector
consisting of 13 Mel-frequency cepstral coefficients and their
first-order and second-order time derivatives. Each Mandarin
tonal syllable was modeled by a three-state left-to-right HMM
without skips. After state clustering, there were 19 136 different
Gaussian components in the SI model. We used a standard
regression class tree based MLLR method to obtain the 100
training speakers’ SD HMM models. In the recognition experi-
ments, we drew 1, 2, 4, 6, 8, and 10 sentences from each testing
speaker for adaptation, and tonal syllable recognition rate was
averaged among all the remaining sentences.

A. Existence of Phone Subspace and Speaker Subspace

Initially, in order to demonstrate the existence of phone sub-
space, standard principal component analysis was performed on
the training speakers’ phone variation supervectors. The cumu-
lative contribution of the first 100 largest eigenvalues is plotted
in Fig. 7(a). Most of the variance is represented by the top 40
eigenvalues (about 81%), suggesting a low-dimension phone
subspace does exist.

We then constructed compact speaker supervectors for each
training speaker by concatenating the corresponding SD eigen-

phones and performed standard principal component analysis
on all the training speakers’ eigenphone supervectors. The cu-
mulative contribution of all eigenvalues for varying phone sub-
space dimension are plotted in Fig. 7(b). Results again support
the existence of a compact speaker subspace.

B. Supervised Adaptation Experiments

For the purpose of comparison, we carried out five ex-
periments using conventional MAP, MLLR, MLLR+SAT,
MLLR+MAP, and eigenvoice adaptation methods. For MAP
adaption, the weighting factor « of the prior means was varied
between 10 and 20. For MLLR, the transformation matrix
is 3-block-diagonal and the number of regression classes
(RC =16, 32 and 64) was varied. For eigenvoice adaptation,
between 10 and 100 eigenvoices were obtained from the
100 training speaker supervectors using PCA, and the max-
imum-likelihood eigen decomposition (MLED) formula [11]
was implemented for adaptation. Adaptation experiment results
of the five conventional methods are summarized in Table I.
The baseline recognition accuracy of the SI model is 53.04%.

From Table I, it can be seen that recognition results for con-
ventional MAP adaptation method show limited improvement
over the SI model for the limited adaptation data available. For
the MLLR method, best results are obtained when 3-block-di-
agonal transformation matrix is used with 32 regression classes,
and the performance consistently improves when more adap-
tation data is available. The MLLR+speaker adaptive training
(SAT) method gives better results than MLLR when the adap-
tation data is sufficient. The MLLR+MAP method further im-
proves the recognition rate. When the adaptation data is more
than six sentences (about 30 s), best results are obtained when
using MLLR+MAP with the prior weight & = 15. Speaker
adaptation using the eigenvoice method yields the best recog-
nition results by a significant margin when the adaptation data
is limited to two sentences (about 10 s) or less.

1) Speaker Adaptation Based on Maximum-Likelihood
Speaker-Dependent Eigenphone Estimation: In order to
determine the best number of eigenphones for our system,
speaker adaptation experiments were conducted based on
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TABLE I
AVERAGE TONAL SYLLABLE RECOGNITION RATE (%) USING SUPERVISED
SPEAKER ADAPTATION BASED ON THREE CONVENTIONAL METHODS

Methods Settings Number of adaptation sentences
1 2 4 6 8 10

MAP a =10 53.27 | 53.34 | 53.21 | 53.71 | 54.78 | 54.66
a=15 53.32 | 53.32 | 5340 | 53.80 | 54.49 | 54.83

a =20 53.29 | 5329 | 53.44 | 53.69 | 54.20 | 54.26

MLLR RC =16 | 53.04 | 54.68 | 57.41 | 57.81 | 58.81 | 58.92
RC =32 | 53.04 | 54.68 | 57.41 | 57.93 | 58.83 | 58.98

RC =64 | 53.04 | 54.68 | 57.41 | 57.81 | 58.83 | 58.92
[MLLR+SAT| RC =32 [ 51.03 | 53.32 | 58.06 | 58.18 | 59.04 [ 59.44]
MLLR+MAP| o =10 53.29 | 54.83 | 57.85 | 58.43 | 59.48 | 59.99
(RC=32)| a=15 53.32 | 54.93 | 57.83 | 58.50 | 59.65 | 60.16
a =20 53.29 | 54.83 | 57.85 | 58.43 | 59.48 | 59.99

Eigenvoice | K =10 | 54.93 | 55.50 | 55.46 | 55.73 | 55.76 | 55.77
K =20 | 5573 | 56.38 | 56.61 | 56.90 | 57.11 | 57.05

K =30 | 5590 | 56.71 | 56.92 | 57.39 | 57.34 | 57.47

K =40 | 55.67 | 56.59 | 57.03 | 57.26 | 57.62 | 57.45

K =50 | 5573 | 56.63 | 57.41 | 57.76 | 58.04 | 57.78

K =60 | 55.80 | 57.01 | 57.15 | 57.36 | 57.87 | 57.95

K =70 | 5541 | 56.95 | 57.60 | 57.76 | 57.93 | 57.99

K =80 | 55.37 | 56.97 | 57.39 | 57.45 | 58.14 | 58.18

K =90 | 5527 | 56.86 | 56.97 | 57.30 | 5791 | 58.29

K =100 | 5520 | 56.90 | 57.15 | 57.36 | 5791 | 58.39

TABLE II

AVERAGE TONAL SYLLABLE RECOGNITION RATE (%) USING SUPERVISED
SPEAKER ADAPTATION BASED ON ML EIGENPHONE ESTIMATION

N Number of adaptation sentences

1 2 4 6 8 10
10 | 51.45 | 56.71 | 56.95 | 57.41 | 57.87 | 58.12
25 | 47.25 | 5573 | 57.99 | 59.36 | 59.34 | 59.57
50 | 33.74 | 51.38 | 58.16 | 59.00 | 59.84 | 60.62
100 19.14 | 41.46 | 5430 | 5791 | 59.44 | 60.13

the maximum-likelihood eigenphone estimation described in
Section IV-D. We used (32) for adaptation with 772 = 0
and calculated the speaker supervector y(s’) according to (8).
Experimental results on different phone subspace dimensions
are summarized in Table II.

From Table II, it can be observed that when the adaptation
data is limited, a small phone subspace yields better perfor-
mance, and as the adaptation data increases, a larger phone sub-
space is preferred. The reason for this increase is that a larger
phone subspace requires more free parameters be estimated,
thus demanding more adaptation data. When the adaptation data
is severely limited, such as with 1 sentence available (equivalent
to about 5 s), the performance is worse than that of the baseline
SImodel. When the adaptation data is sufficient the best result is
consistently obtained with 50 eigenphones, so in the following
experiments, we set the dimension of the phone subspace to be
50. Notice that with N = 50, the amount of adaptation data
must be greater than four sentences, i.e., at least 20 seconds in
order to obtain a reliable eigenphone estimation.

2) Speaker Adaptation Based on Compact Eigenvoices: In
order to determine the best dimension of the speaker subspace,
speaker adaptation experiments were performed based on using
compact eigenvoices, i.e., the eigenvoices estimated in the SD
eigenphone space. We used (28) to estimate the compact speaker
factor with o2, = 0, and obtained the speaker supervector by
y(s") = p + Lv + LYk(s'). The dimension of the phone
subspace was fixed to 50. Experimental results with different
speaker subspace dimensions are shown in Table III.
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TABLE III
AVERAGE TONAL SYLLABLE RECOGNITION RATE (%) USING SUPERVISED SPEAKER
ADAPTATION BASED ON MAXIMUM-LIKELIHOOD
COMPACT EIGENVOICE (N = 50)

P Number of adaptation sentences
1 2 4 6 8 10

10 | 5428 | 54.24 | 5449 | 5476 | 54.64 | 54.43
20 | 54.58 | 55.14 | 55.69 | 55.67 | 55.87 | 55.79
40 | 54.78 | 56.27 | 56.46 | 56.65 | 56.57 | 56.74
60 | 54.85 | 56.23 | 56.61 | 56.90 | 57.01 | 57.24
80 | 54.85 | 56.25 | 56.86 | 57.26 | 57.30 | 57.39
90 | 55.01 | 56.63 | 56.90 | 57.30 | 57.64 | 57.66
100 | 54.66 | 56.61 | 57.09 | 57.32 | 5741 | 57.76

From Table III, it can be seen that performance is improved
compared to the baseline SI model. More compact eigenvoices
are required to achieve comparable performance improvement
than with the conventional eigenvoice method (see Table I). The
benefit of using compact eigenvoices is that the storage demands
are significantly less than that of the conventional eigenvoice
method. For example, in our system, to use 20 conventional
eigenvoices we have to store 20 x 19,136 x 39 = 14, 926, 080
float parameters. For 90 compact eigenvoices, the storage re-
quirement is reduced to 90 x 50 x 39 = 175, 500. The only ad-
ditional cost is the storage of the phone coordinate matrix, with
size 19,136 x 50 = 956, 800, giving a total storage requirement
of 175,500 4 956,800 = 1,132, 300, about 7.5% of that of the
conventional eigenvoice method. In order to obtain best adapta-
tion performance with limited adaptation data, the dimension of
the speaker subspace was set to 90 in the following experiments.

3) Speaker Adaptation Based on the new Hierarchical
Bayesian Model: From the above experiments, we can
conclude that when the adaptation data is sufficient, max-
imum-likelihood eigenphone adaptation provides the best
speaker adaptation performance, and when the adaptation data
is limited, maximum a posteriori compact eigenvoice adapta-
tion performs better, giving comparable performance to that
of the conventional eigenvoice based method. In this section,
we investigate the adaptation performance of our proposed
method of Section IV, that is, the hierarchical Bayesian model
(20) based speaker adaptation method combining the two in a
consistent Bayes probabilistic way.

Initially, MAP estimation of the SD eigenphone supervector
using compact eigenvoice as the prior mean is tested based on
adaptation formulae (28) and (32). Currently, MAP adaptation
of the speaker supervector discussed in Section IV-E is not per-
formed, so we call this approach partial-HMAP in the following
sections. The performance of new method greatly depends on
the variance terms ¢2 and 72. In order to investigate the influ-
ence of the two parameters, we fix one and vary the other around
the value obtained by PPCA, denoted by ¢2pos and mpcas

respectively.

Initially, we set ¢ to be zero and let 72 be equal to TAp4 -

The speaker adaptation results under different speaker subspace

settings for this case are presented in Table IV.

From Table IV, it can be observed that when the adaptation
data is limited, a larger speaker subspace is preferred. When the
adaptation data is sufficient, smaller speaker subspace yields

better performance. At a first glance, this contradicts our in-

tuition and the previous experimental results, where a larger
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TABLE IV
AVERAGE TONAL SYLLABLE RECOGNITION RATE (%) USING SPEAKER
ADAPTATION BASED ON THE PARTIAL-HMAP METHOD WITH
N =50,¢2 = 0,72 = m2pca

P TI%PC A Number of adaptation sentences
1 2 4 6 8 10
30 | 0.007451 | 48.24 | 54.80 | 58.37 | 59.42 | 59.67 | 59.92
40 | 0.004797 | 49.54 | 55.06 | 58.52 | 59.21 | 59.38 | 59.88
50 | 0.003107 | 50.31 | 55.33 | 58.18 | 59.09 | 59.40 | 59.76
60 | 0.001997 | 50.86 | 55.46 | 58.31 | 58.83 | 59.42 | 59.76
70 | 0.001202 | 51.49 | 55.79 | 58.14 | 59.02 | 59.50 | 59.78
80 | 0.000637 | 52.58 | 56.15 | 58.46 | 58.60 | 58.94 | 59.38
90 | 0.000231 | 52.94 | 56.55 | 58.22 | 58.40 | 58.75 | 59.17
TABLE V

AVERAGE TONAL SYLLABLE RECOGNITION RATE (%) USING SPEAKER
ADAPTATION BASED ON THE PARTIAL-HMAP METHOD WITH
N = 50,P = 90,¢%2 =

T2 Number of adaptation sentences
1 2 4 6 8 10
0.5 37.35 | 52.01 | 58.29 | 59.13 | 59.88 | 60.62
0.05 43.10 | 54.28 | 58.96 | 59.57 | 60.03 | 60.34
0.04 44.04 | 54.51 | 59.00 | 59.57 | 60.18 | 60.28
0.03 44.65 | 54.85 | 59.09 | 59.53 | 60.13 | 60.30
0.02 4595 | 54.93 | 59.23 | 59.50 | 59.97 | 60.55
0.01 47.82 | 54.97 | 59.09 | 59.69 | 59.80 | 60.47
0.001 51.83 | 55.92 | 58.39 | 59.02 | 59.30 | 59.95
0.0001 | 53.11 | 56.53 | 57.76 | 58.29 | 58.35 | 58.77

speaker subspace outperforms a smaller one when the adapta-
tion data is sufficient. In fact, this phenomenon is due to the
different value of the variance term 73p,, which decreases
quickly as P increases. From Section V, we have seen that a
larger 72 will give more weight to the directly maximum-likeli-
hood estimated eigenphones, so for sufficient adaptation data,
larger 72 is preferred; while for insufficient adaptation data,
smaller 72 is required. In addition, because of the small speaker
population, the variance term 72 tends to be underestimated
using PPCA, so we set 72 to a range of larger values. The ex-
perimental results are summarized in Table V.

From Table V, we can see that the adaptation performance
is improved significantly when the adaptation data is sufficient
(more than 20 s). As more and more data is available, a larger
72 is required. The reason for this is that with more adaptation
data, the maximum-likelihood estimation of the eigenphone su-
pervector becomes more robust, so its prior constraints should
be relaxed to allow the estimated value deviate from the prior
mean introduced by the compact eigenvoice, requiring a larger
prior variance. However, when the adaptation data is very lim-
ited, the performance is still not as good as the compact eigen-
voice based adaptation method even with a very small 72 (see
Table III).

The performance under the limited adaptation data condition
can be improved with appropriate setting of the variance term
2. To investigate this, we set 72 = Tgpc, and let ¢2 vary
around ¢2pc 5. The results are given in Table VI.

From Table VI, it can be observed that with ¢2 set to a
small nonzero value, the speaker adaptation results of the
limited adaptation data case can be improved greatly. When
the adaptation data is 1 sentence, the result is very close to the
that of the conventional eigenvoice method. A more significant
result is obtained with two sentences for adaptation, where the
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TABLE VI
AVERAGE TONAL SYLLABLE RECOGNITION RATE (%) USING SPEAKER
ADAPTATION BASED ON THE PARTIAL-HMAP METHOD WITH
N =50,P = 90,72 = 12,5, = 0.00023

G2 Number of adaptation sentences
1 2 4 6 8 10
0.5 55.27 | 56.88 | 57.68 | 58.10 | 58.46 | 59.00
0.4(sgpca)| 5514 | 56.90 | 57.76 | 58.14 | 58.43 | 58.83
0.2 55.18 | 57.36 | 57.87 | 57.95 | 58.14 | 58.81
0.1 55.56 | 57.49 | 57.91 | 57.89 | 58.08 | 58.73
0.08 55.64 | 57.39 | 57.89 | 57.91 | 58.12 | 58.79

recognition rate is 57.49% with ¢ = 0.1. The reason for the
performance improvement may be that, when the adaptation
data is insufficient, the estimation of the eigenphones is unreli-
able even using MAP estimation based on compact eigenvoices.
So the variance term ¢2 cannot be neglected.

Based on these results, we can see that fixed variance terms
¢2 and 72 are not suitable for all adaptation data conditions, and
that they should instead be changed dynamically according to
the amount of the adaptation data. According to the results in
Tables V and VI, one robust choice could be

2 =0.1,7% = 12pg, = 0.00023 ifn < 3
2 =0,72=0.01x (n—2) ifn >3

(36a)
(36b)

where n = >, > 4,,(t)/500 is proportional to the amount
of the available adaptation data (measured in 5-s units). Ideally,
the formula should be obtained on development data, indepen-
dently from the test set, but we did not have separate develop-
ment data, so (36) is obtained using a simple piecewise linear
function for robustness. If the simple piecewise function (36)
yields better performance than other tuned methods, the new
method should give even more improvement with a well-tuned
parameter function.

From (36), it can be observed that when the adaptation data
is insufficient (less than 15 s), 72 is set to a small value (=
TBpca)s providing a tight prior constraint for the eigenphone
estimation, and ¢2 is fixed to 0.08 according to Table VI. When
the adaptation data is sufficient (more than 15 s), 72 is increased
linearly as the adaptation data increases, putting more weight on
the eigenphone estimation results, and ¢? is set to 0 which means
that the MAP estimation of the eigenphones can be trusted.

The partia-HMAP speaker adaptation results, using the
dynamic linear parameter formulas from (36) without MAP es-
timation of the speaker supervector, are presented in Table VII.
The best results of MLLR, MLLR+SAT, MLLR+MAP, and
eigenvoice are also shown in Table VII for comparison. The
dynamic linear settings improve performance greatly. Under
all adaptation data conditions the recognition rates are con-
sistently higher than those of the conventional methods when
the adaptation data is more than two sentences (about 10 s),
and the performance is very close to the best result of the
conventional eigenvoice method with 1 sentence. Note that the
result of the partial-HMAP method is not as good as that of
the ML-based eigenphone method in Table II when the number
of adaptation sentences is ten. The reason for this may be
that the partial-HMAP method estimates the SD eigenphone
supervector ¥(s’) in a constrained manner and the adaptation
data is still not enough for the MAP estimate to deviate from
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TABLE VII
AVERAGE TONAL SYLLABLE RECOGNITION RATE (%) USING
SUPERVISED SPEAKER ADAPTATION WITH N = 50, P = 90

AND VARIANCE PARAMETERS FROM (36)

Methods Number of adaptation sentences
1 2 4 6 8 10
MLLR 53.04 | 54.68 | 57.41 | 57.93 | 58.83 | 58.98
MLLR+SAT | 51.03 | 53.32 | 58.06 | 58.18 | 59.04 | 59.44
MLLR+MAP| 53.32 | 54.93 | 57.85 | 58.50 | 59.65 | 60.16
Eigenvoice | 55.90 | 57.01 | 57.60 | 57.76 | 58.14 | 58.39
partial-HMAP| 55.56 | 57.49 | 59.09 | 59.74 | 60.13 | 60.53
fullHMAP | 55.80 | 57.78 | 59.40 | 60.41 | 60.93 | 61.81
TABLE VIII

AVERAGE TONAL SYLLABLE RECOGNITION RATE (%) USING
UNSUPERVISED SPEAKER ADAPTATION

Methods Number of adaptation sentences
1 2 4 6 8 10

MLLR 53.04 | 54.34 | 56.27 | 57.39 | 57.76 | 58.02
MLLR+SAT | 51.03 | 52.79 | 56.46 | 57.30 | 57.41 | 57.93
MLLR+MAP| 53.02 | 54.66 | 56.76 | 57.15 | 58.43 | 58.56
Eigenvoice | 54.66 | 55.29 | 55.69 | 56.67 | 56.71 | 56.77
partiallt HMAP| 54.78 | 56.13 | 56.67 | 58.16 | 58.50 | 59.06
fullHMAP | 54.82 | 56.21 | 56.82 | 58.12 | 59.06 | 59.48

the prior mean ©(s’). Theoretically, as more data become
available, the SD eigenphone supervector v(s’) obtained by the
partial-HMAP method should approaches those obtained by
the ML-based eigenphone method.

Finally, we perform MAP estimation of the speaker super-
vector based on the full HMAP model. Partial-HMAP adap-
tation is performed using formulae (28) and (32) with param-
eter setting (36), then MAP adaptation of the speaker super-
vector is performed using formula (33) with ¢2 = 0.1. The
results are presented in Table VII as full-HMAP. It can be ob-
served that combined with the MAP adaptation of the speaker
supervector, performances is further improved. The improve-
ment is more significant as more adaptation data become avail-
able, showing good asymptotic behavior. Compared to the best
baseline method, MLLR+MAP, about 1.5% absolute improve-
ment is achieved when the number of adaptation sentences is
highest.

C. Unsupervised Adaptation Experiments

In this section, unsupervised speaker adaptation using con-
ventional methods and the new hierarchical Bayesian method
are compared. For each adaptation data condition, the corre-
sponding 1-best recognition result is used as the hypothesized
transcription. Recognition results are summarized in Table VIIL.
For our new methods, the parameter settings are the same as
those for Table VII. For other comparing methods, best results
for each experiment are given. Note that MLLR+SAT seems to
perform worse than the MLLR method. This may be due to the
limited size of the adaptation data.

Again, better performance is obtained compared with the con-
ventional methods under all conditions. Compared with results
of the partia-HMAP method, the relative improvement of the
fullHMAP method is small because the hypotheses are not
reliable under the unsupervised condition. When the adapta-
tion data is ten sentences, about an absolute 1.0% improvement
is achieved over the MLLR+MAP method. Note that because
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TABLE IX
AVERAGE TONAL SYLLABLE RECOGNITION RATE (%) USING
UNSUPERVISED ONLINE SPEAKER ADAPTATION

Methods | Adaptation epoch (in sentences)
1 2 5
MLLR 57.02 | 57.29 57.56
partial-HMAP| 57.65 | 58.03 58.61

of the inaccurate alignment under the unsupervised condition,
compared with the partia-HMAP method, no improvement is
obtained for the fullHMAP method when the number of adap-
tation sentences is Six.

D. Unsupervised Online Adaptation Experiments

The online adaptation scheme from Section I'V-F is tested in
this section. The partial-HMAP scheme is adopted in this ex-
periment. The HMAP adaptation parameters are again linear
dynamic using (36). The test set contains all 20 sentences of
each test speaker. Speaker adaptation is performed every 1, 2,
and 5 sentences in unsupervised mode. A two pass recognition
scheme is adopted in which the adaptation data used for adap-
tation in the current epoch is re-recognized after the current
adaptation epoch is completed. Online adaptation using con-
ventional MLLR method with 3-block-diagonal transformation
matrix and 32 regression classes is also evaluated. The recog-
nition results are given by Table IX. Compared with the MLLR
method, an absolute 1.0% improvement is obtained when the
updating epoch is five sentences.

VI. CONCLUSION

In this paper, a new hierarchical probabilistic model for
speaker adaptation called HMAP is proposed. The intra-speaker
correlation and the inter-speaker correlation information of the
SD model parameters are modeled simultaneously in a consis-
tent and robust way. When the adaptation data is limited, the
method focuses on the compact speaker factor level, yielding
comparable performance with the conventional eigenvoice
method. As the adaptation data increases, robust estimation at
the SD eigenphone level can be obtained, giving consistently
better performance than the conventional MLLR method. Com-
bining the advantages of other methods through a hierarchical
probabilistic formulation, HMAP gives excellent performance
across a wide range of adaptation data, with experimental
results showing improvement over all baseline methods.

APPENDIX
PROOF OF (8)

According to (6) and (7), we have

y(s) =p+ [u(l, )7 w257 o w(M,s)T]"
u(l,s)T
u(2,5)T
=W+ rvec ) =p+rvec(U(s)) (37)
u(M,s)T
where rvec(-) is a row vectorization operator by which
rvec (U(s)) = [u(1,s)" u(2,5)7 u(M,s)"]" .

(38)
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Substituting (3) to (37) yields

y(s) = p + rvec (U(s)) = p + rvec (i V(s) + 5(3))
=p+ (i@f) - TVec (V(s)) +rvec(E(s))  (39)

where ) is the Kronecker product operator.

Define L = L®I, 9(s) = rvec(V(s)) and e(s) =
rvec(&E(s)), we get (8).
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